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Current safety challenges in healthcare 



Patient safety is a major public health crisis 

Hospitals 
•  10% of admissions associated with patient harm 
•  UK: 850,000 adverse events per year 
•  1 in 5 lead to permanent disability or death 
•  50-70% were preventable 
 
Citizens 
•  1 in 4 EU citizens affected by medical error 
•  18% experienced serious errors in hospital 
•  11% prescribed wrong medications                              

euro.who.int 
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250,000 deaths 

Medical error, third leading cause 
of death in the USA 
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Care delivery is highly variable and inappropriate  

AUSTRALIAN INSTITUTE OF HEALTH INNOVATION   
FACULTY  OF MEDICINE AND HEALTH SCIENCES 

Care appropriate in 
57% of consultations 

Runciman et al. MJA 2012 
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Digital health is essential to system reform 

AUSTRALIAN INSTITUTE OF HEALTH INNOVATION   
FACULTY  OF MEDICINE AND HEALTH SCIENCES 

decision-making messaging record-keeping 



8 

IT systems support critical health processes 

test 
ordered 

results 
available 

specimen 
collected 

results 
read 

Pathology testing 

Medical devices are 
networked 
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Consumers are more engaged in their health 

phoenixchildrens.org 
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Benefits of digital health 
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By 2035: a learning health system 

Ann Intern Med. 2012;157(3):207 



Digital technologies bring many benefits to health 
care delivery  
 
…but evidence of patient harm is mounting 



•  patient harm (n=46) 
•  four deaths 
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Reports of IT-related harms are growing 

2013 

012 2010 2011 2012 2013 2014 2015 

Dutch 
CMR 

2016 

Kim, Coiera & Magrabi JAMIA 2017 
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120 sentinel events affecting 125 patients 
 
>50% patient death 
30% unexpected or additional care 
11% permament loss of function 
 
•  medication errors 
•  wrong-site surgery 
•  treatment delays 



“ use of the system resulted in a decline in errors at Hospital A 
from 6.25 per admission (95% CI 5.23–7.28) to 2.12 (95% CI 
1.71–2.54; p,0.0001) and at Hospital B from 3.62 (95% CI 3.30–
3.93) to 1.46 (95% CI 1.20–1.73; p,0.0001).” 

“Both hospitals experienced system-related errors (0.73 and 
0.51 per admission) which accounted for 35% of postsystem 
errors.” 

2012;9:1 
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IT incidents can lead to large-scale  
adverse events 

AUSTRALIAN INSTITUTE OF HEALTH INNOVATION   
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3 Aug 2015 

25 Mar 2015 

10 Dec 2014 

14 May 2017 





Large-scale events 

Records: 2500 radiology images used for diagnostic and pre-operative 
purposes could not be accessed due to a database failure. 
 
Workstations: 28 PACS workstations in a trust were incorrectly 
configured and could deliver overdoses of radiation with an error of 
up to 20%. 
 
Practices: Patient records were wrongly merged when migrated 
between practices; 2700 practices had to be followed up and 27 had 
900 transactions that needed manual checking.  
 
 
 
 



1 in 4 large-scale events were 
downtimes 
•  Systems: PACS, patient administration system, IT infrastructure 
•  Problems: 

•  unavailable 
•  slow  
•  power failure 

•  Duration: 17 min to 6 days 
•  Scope: up to 66,000 records 
•  Planned and unplanned events 
 
The PACS was not available across a trust because the engineering 
department decided to do a generator test and switched off the 
hospital power supply without warning anyone.  
 

 
 



IT-related harms have their origin in system design, 
implementation or use 



Human factors

Technical

1.1 Use errors

1. Information 
input/output 

errors

2.2 Data capture/
output peripheral 
device down or slow

1.1.1 Wrong entry/
retrieval

1.1.2 Partial entry/
retrieval

1.1.3 Did not enter/
retrieve

3. Contributing 
factors

3.3 Fail to carry out 
duty

3.2 Cognitive load

3.1 Staffing/ training

3.2.1 Interruption

3.2.2 Multitasking

3.3.1  Fail to log-off

2. Software & 
hardware 
problems

2.5 Software not 
accessible

2.1 Hardware (device)  
down or slow

2.4 Software not 
available or not 
licensed

2.6 Software issue

2.6.3 Interface with 
devices

2.6.2 System 
configuration (incl. 
decision support rules)

2.6.4 Interface with 
other software systems 
or components

2.6.1 Functionality (incl. 
user interface & task fit)

1.2 Machine errors

1.2.1 Wrong output

1.2.2 Partial output

1.2.3 No output

commission

omission

contributing factors, software & hardware problems

software & hardware problems

commission

omission
2.3 Network/server 
down or slow 

2.8  Record migration

1.2.4 Delayed output

3.4 Information 
governance

3.5 Integration with 
clinical workflow

2.7  Data storage & 
backup

2.10 Computer virus

2.9  Power failure

2.6.5 Increased 
volume of 
transactions

INFORMATION ERRORS SOCIO-TECHNICAL (HUMAN) 
FACTORS 

TECHNICAL 
PROBLEMS 



Human factors problems were proportionally higher 
in patient harm events 

4 times as likely to result in patient harm than technical problems  
•  25% vs. 8% (Chi sq =13, df =1, p<0.001) 
•  Odds ratio 4 (2 to 8) 
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Magrabi et al. IJMI 2015 



Knowledge & skills of users 

Use error: A patient who was seen with another patient’s records in 
general practice was prescribed that patient’s medication and died 
later the same day from taking it. No further details were available.  
 
Use error: A doctor intended to prescribe 4 mg trandolapril for an 
elderly male patient, but mistakenly prescribed Amaryl 4 mg 
(glimepiride). On taking the medication the patient went into a 
hypoglycemic coma and had seizures. He was resuscitated in an ICU 
and admitted to hospital for a week. 
 
System limitations: A doctor prescribed the wrong medication, by 
wrongly assuming that the system would have alerted them if a 
mistake had been made.  
 

Magrabi et al. IJMI 2015; BMJ Qual Saf 2016 



Cognitive resources devoted to system 
use 
Slip of concentration: Avanza (mirtazepine) was prescribed instead 
of Avandia (rosiglitazone) due to a slip in concentration. A pharmacist 
detected the error because the patient did not suffer from diabetes and 
contacted the doctor to issue a new prescription.  
 
Multi-tasking, multiple patient files open: A doctor mistakenly 
prescribed a medication for the wrong patient when two patient files 
were opened up simultaneously on the computer screen. The doctor 
noticed the error and corrected it.  
 
Interruption: A doctor wrote a prescription for the wrong patient when 
interrupted by a phone call. At the end of the call the doctor returned 
to the wrong patient record. The error was detected by a pharmacist 
and returned to the doctor.  

Magrabi et al. BMJ Qual Saf 2016 



Organizational policies & procedures 

Magrabi et al. IJMI 2015 

Policy for training & system use: A radiologist who missed a training 
session had been reporting reporting old films and using the new film 
as a comparison for 6 months. 
 
Access: System access was erroneously given to all users rather than 
14 users who had been trained. 
 
Information governance: An HIV test ordered during hospital stay 
was not followed-up after discharge. When the patient was re-
admitted, the admitting doctors were unable to access the HIV test 
result because the test request was hidden from them. The patient 
developed and died from pneumonia.  



Safety initiatives 
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Snapshot of current initiatives 

Standardization Oversight 

Guidance Standard Regulation 
mandated 
standard 

Certification Regulation Incident 
monitoring 

Canada 

USA 

Australia 

Europe 

England 

Denmark 

Netherlands 

•  Safety training 
•  Risk management standards 
•  Incident monitoring 



Current initiatives address safety of 
software with limited oversight 

 
Software

Diagnosis & treatment software 
(are regulated in some nations as 
medical devices)

- Guidelines
- Standards
- Certification

Hardware: 
devices & 
networks

Medical devices

IT 



The future… 
 
intelligent agents will 
work alongside humans 

31 



Human-computer boundary will blur 

Decision support 

role assist human decision-
making 
 
 

domain specific clinical area 
 

knowledge 
representation 

well-defined, static data 

reasoning methods -logic-based 
-statistical 
-case-based 
-model-based 

context: goals, values, 
preferences 

implicit 
 

Intelligent agents 

+ operate autonomously 
by reasoning & making 
decisions 

encompass all health 
domains  

high volume, dynamic 
data 

+ neural networks 
 
 
 

explicit, learned by 
agent  
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Risks of intelligent agents 

Agents on their own 
•  knowledge deficiencies: inconsistent, redundant, inaccurate, 

incomplete, biased 
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Agents can reinforce bias 
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Slide courtesy of D Lyell 
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SMH 14 May 2017 



Slide courtesy of D Lyell 



Automation bias 

“The tendency to use automated cues as a heuristic replacement for 
vigilant information seeking and processing” 

Mosier & Skitka (1996) 

  
•  Arises when automation works well but not perfectly 
•  Also known as automation induced complacency 

Slide courtesy of D Lyell 
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Automation bias in healthcare 

AUSTRALIAN INSTITUTE OF HEALTH INNOVATION   
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Risks of intelligent agents 

Agents on their own 
•  knowledge deficiencies: inconsistent, redundant, inaccurate, 

incomplete, biased data 
•  situations not previously encountered 
•  missing context 
•  mismatched goals, values, preferences  
 
Working with humans 
•  humans unaware of agent limitations: automation bias  
•  some reasoning methods lack explanatory power  
 
Working with other AI 
 
 
 
 
 
 

AUSTRALIAN INSTITUTE OF HEALTH INNOVATION   
FACULTY  OF MEDICINE AND HEALTH SCIENCES 



Summary 

•  Digital health improves safety, but it can also contribute to patient 
harm. 

•  IT incidents can mushroom into large-scale adverse events posing 
risks to numerous patients. 

•  Magnitude of risk is not known- tip of the iceberg? 
•  Human factors and system use practices are major sources of risk. 
•  There are significant gaps in safety governance for health IT. 
•  Current measures are largely focused on software. 
•  Alongside its benefits, AI will present unique risks.   

  
 

 



Thank you 
farah.magrabi@mq.edu.au 
 


